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Abstract

Eutrophication of lakes and reservoirs and the occurrence of cyanobacteria blooms are two of the major 
environmental problems facing the whole world. However, if cyanobacteria bloom outbreaks can be predicted 
in advance, there is enough time to implement various measures to reduce ecological harm and health risks 
and greatly reduce economic losses. Yuqiao Reservoir was a typical shallow-water lake reservoir that was 
also faced with a greater risk of cyanobacteria bloom outbreaks in summer and autumn. In this study, a BP 
neural network model and a two-dimensional hydrodynamic numerical model were constructed based on 
meteorological, hydrological, water quality, and terrain data for Yuqiao Reservoir. The neural network model 
was used to simulate the biogeneration and extinction processes of cyanobacteria bloom biomass, while 
the two-dimensional hydrodynamic numerical model was used to simulate the migration and accumulation 
processes of cyanobacteria. The two models were coupled by an algal attenuation coefficient for the short-
term warning of algal bloom. The results of the Nash coefficient evaluation showed that the coupled model 
had good overall efficiency and could effectively simulate the algal density both in time and space. The results 
of scenario analysis showed that the change in flow field in a shallow water reservoir had a great influence 
on algae migration and accumulation, and water transfer, wind speed, and direction all affected the flow field 
distribution and then the formation of bloom. The model application results showed that the short-term bloom 
prediction method constructed in this study had advantages in forecasting accuracy and displayed an effect.
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Introduction

The eutrophication of global freshwater ecosystems 
has accelerated, resulting in algae blooms becoming 
increasingly prominent. The rapid increase or aggregation 
of biomass can lead to the occurrence of algae blooms. 

Algae blooms in water can result in the death of fish due 
to hypoxia, hinder the growth of underwater plants, and 
damage the quality of the water source [1, 2]. In 1947, 
the first algae bloom occurred in Apopka Lake, Florida, 
United States. During the 1970s, a cyanobacteria outbreak 
occurred in Lake Kasumigaura, the second-largest lake in 
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Japan. In China, algae blooms occurred successively in Tai 
Hu and Chao Lake in 2007. Once an algae bloom occurs, it 
can result in significant damage to the aquatic environment, 
and the repair process is highly complex and slow [3]. It 
was found that the meteorological factor was the main 
factor in the current condition of water quality in Lake 
Dianchi [4]. Several results explained the strong influence 
of monsoon rainfall on spatial and annual water chemistry 
variations, and a strong positive correlation (r=0.62) 
between water temperature and CHL-a was observed [5]. 
In addition, several studies have shown that the abnormal 
proliferation of phytoplankton in mesotrophic drinking 
water reservoirs was influenced by nutrient, hydrological, 
and meteorological factors [6]. Algae blooms have been 
predicted based on meteorology and nutrient input source 
type. The occurrence of algal blooms could be related to a 
number of factors. Early warning for algal blooms in lakes 
and reservoirs could provide additional time to take action 
to mitigate the losses associated with these blooms.

Using a water environmental model to study algae 
bloom early warning has become a recent trend in the 
field. The widely used water environmental models can 
be approximately divided into two categories: numerical 
models and statistical models. The former had been used 
to digitize lakes or reservoirs, and calculations based on 
such data can be used to reveal the physical, chemical, and 
biological evolution processes of a water environment in 
advance [7, 8]. Statistical models discovered the essence 
of the measured object and predicted its future behavior 
by collecting, processing, analyzing, and interpreting 
data [9-11].

Hydrodynamic simulation was the basis for all water 
quality simulations. With the continuous development of 
computer technology and the efforts of many scholars, 

two-dimensional hydrodynamic numerical simulation 
has undergone further development. The hydrodynamic 
simulation of the numerical model used was based on the 
Saint-Venant equation. Since the 1980s, various studies 
have verified and applied this approach. The development 
of hydrodynamic numerical simulation was relatively 
mature. Compared with the hydrodynamic model, the 
process of water quality simulation was substantially more 
complex. Widely used numerical models include Water 
Quality Analysis Simulation Program (WASP) models, 
Environmental Fluid Dynamics Code (EFDC) models, 
and MIKE models [12-17]. The WASP model was flexible 
in application and can be widely used in various water 
quality simulations, but its hydrodynamic simulation was 
poor. The EFDC model had a wide range of applications, 
but was mainly used for simulation calculations in 
three-dimensional space. The MIKE21 model had good 
application inter-face and good simulation effects, and 
was used in our study. Widely used statistical models 
included the back-propagation (BP) neural network, 
the random forest algorithm, the bayesian model, and 
the cart decision tree algorithm [18-20]. The BP neural 
network model was widely used, had good self-adaptive 
ability and memory function, could learn and store a large 
number of input-output mode mapping relationships, and 
had clear advantages in predicting nonlinear problems 
[21, 22]. The BP neural network was applied in this study.

This study diminished the common difficulties 
of the early warning model through model coupling. 
When these numerical models are used alone, they 
must be based on the mechanisms of algae growth and 
reproduction. However, the mechanism of algae growth 
and reproduction was unclear. Our study used a statistical 
model to solve this problem and solved the problem 

Fig. 1. Study area
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of acquisition of key parameters to avoid studying 
the complex growth mechanism of algae and improve 
operability and accuracy.

The specific method was as follows: first, a large 
amount of historical monitoring data was used to train the 
BP neural network model to obtain the growth coefficient 
of cyanobacteria. Second, a MIKE21 flow model (FM) of 
Yuqiao Reservoir was established. This model was used 
to simulate the hydrodynamic force and water quality of 
the reservoir. Third, the cyanobacteria growth coefficient 
obtained after BP neural network training was used as the 
attenuation coefficient in the Mike21 water quality FM. 
In this way, model coupling was achieved.

Material and Methods 

Research Area Profiles and Data Processing 

Yuqiao Reservoir, which lies northeast of Tianjin, is 
a large, shallow reservoir in North China, as shown in 
Figure 1. The Yuqiao Reservoir Basin has an area of 2060 
km2. Its total designed capacity is 1.559 billion m3, and the 
average water level elevation is 21.16 meters. The basin 
belongs to a temperate semihumid continental monsoon 
climate, with a multiyear average temperature of 12.5 
°C and an average rainfall of 670 mm. Since 2014, the 
eutrophication level of Yuqiao Reservoir has increased. 
Large-scale algae blooms occurred in the reservoir area 
in the summer and autumn of 2015-2017, threatening the 
safety of the urban water supply in Tianjin [23]. There are 
three main rivers that flow into Yuqiao Reservoir: the Sha, 
Li, and Lin Rivers. The latter river dries up when there 
is no extreme rainfall. The water can outflow through an 
exit on the reservoir’s western side.

Daily hydrometeorological data were used to construct 
a short-term early warning model for water blooms. The 

daily water level, water storage, inlet and outlet flow, and 
altitude data were obtained from the Yuqiao Reservoir 
Management Office. Daily meteorological data measured 
by meteorological monitoring stations was obtained from 
the China Meteorological Data Sharing Service System, 
which includes wind speed, humidity, temperature, 
precipitation, sun light hours, and atmospheric pressure. 
Daily water quality data, including water temperature, pH, 
conductivity, turbidity, permanganate index, ammonia 
nitrogen, total nitrogen, total phosphorus, chlorophyll 
A, and algal density, were obtained from the automatic 
water quality monitoring station of the Tianjin Ecological 
Environment Monitoring Center. On-site research was 
conducted once weekly from May to October 2021. 
A total of 21 locations were sampled according to grid 
monitoring points (Figure 2). All water samples were 
collected at approximately 0.5 m below the water surface, 
placed in polyethylene bottles, and immediately sent to 
the laboratory for treatment.

From May to October 2020, there was less rainfall in 
spring and autumn and more rainfall in summer, and the 
maximum daily rainfall was 139 mm. The characteristics 
of wind speed and direction were as follows: Southwest 
wind was the dominant wind direction applied, and the 
average wind speed was between 1.1 m/s and 2.9 m/s, as 
shown in Figure 3.

BP Neural Network Framework and Setup 

The back-propagation algorithm was commonly 
referred to as the BP algorithm. A multilayer feed-forward 
neural network using the BP algorithm was termed a BP 
neural network.

The BP algorithm, also known as the negative 
gradient algorithm, adopted supervised delta learning. Its 
principle was to modify the connection weight between 
neurons in the network in the direction of gradient decline 

Fig. 2. Sample sites for model calibration and validation
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to minimize the sum of square errors of network output 
to achieve the expected learning results. When a BP 
algorithm was used, the activation function in a neural 
network often selected a sigmoid function that could 
be continuously differentiable. Compared with a single 
neural network, a BP neural network consists of simple 
nonlinear functions to realize highly nonlinear mapping 
of learning objectives. Therefore, BP neural networks 
were widely used in nonlinear modeling in the fields of 
pattern recognition and adaptive control.

Calculation and learning in a BP neural network 
can generally be divided into two steps with different 
directions: forward propagation of information and 
reverse adjustment of error. The first was the process 
in which information was propagated from the input 
layer to the hidden layer and finally output by the output 
layer. At this point, if the actual output was the same 
as the expected output, the learning and training were 
complete, and the results were presented. If the output is 
inconsistent with the expected value, an error signal will 
occur. By modifying the connection weight of the output 
layer and the hidden layer in turn, the error signal will 
decline along the negative gradient direction. That was 
done by adjusting the weight to reduce the error. Through 
this process, the final actual output of the network slowly 
approached the expected output.

In a three-layer feed-forward network [18, 22], the 
input vector is  . The hidden layer 
output vector is . The expected 
output vector is . The output of 
neurons in the hidden layer is as follows:

    (1)

In this formula,  is the output value for each node;  
 is the weight between node  and node ;  is the 

threshold value of node ;  is the activation function.
The output of neurons in the output layer is as follows:

       (2)

In this formula,  is the output value for each node; 
 is the weight between node  and node ;  is the 

threshold for node ;  is the activation function. The 
sigmoid function is often used as an activation function:

                              (3)

A single-hidden layer BP neural network was 
established using MATLAB software. The input data 
of the neural network consisted of 22 hydrological, 
meteorological, and water quality indices, and the output 
result was algae density. To ensure the fast convergence 
of the network, the Levenberg-Marquardt algorithm was 
used. The activation function between neurons in the 
hidden layer and output layer was a hyperbolic tangent 
S-type function, Tansig.

Mike21 Model Framework and Setup

A 2D water quality model of Yuqiao Reservoir was 
established based on the MIKE21 FM developed by the 
Danish Hydraulic Institute and using MIKE21 software. 
Based on the numerical solution of the 2D shallow water 
equations and advection–dispersion equations, this model 
described the flow and water quality variations established 
by the hydrodynamic (HD) module and advection–
dispersion (AD) module. The HD module was based on 
the solution of depth-integrated incompressible Reynolds 
averaged Navier-Stokes equations that described 
the evolution of the water level and two Cartesian 
velocity components, μ and v, for which solutions were 
numerically obtained from a finite difference form of 
the equations. The AD module simulated the physical 
transport processes of solutes at each grid point.

The HD module was used to simulate changes in 
water level and flow under the influence of various forces. 
The governing equations were two-dimensional diving 
equations. The horizontal momentum equation was 
integrated vertically in the Cartesian coordinate system. 
The continuity equation is expressed as follows [14, 24]:

                       (4)

The momentum equation in the X direction is as 
follows:

 

   (5)

The momentum equation in the Y direction is as 
follows:

Fig. 3. Wind rose diagram
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   (6)  

In this formula,  and  are Cartesian coordinates;  
 is time;  is the total water depth ( ; in this 

formula  is still depth;  is the height of the water wave); 
 is the density of fresh water,  are the velocity 

components in the  directions, respectively. 
 is the acceleration of gravity;  (  is the 

rotational angular velocity;  is the geographic latitude); 
 is the radiation stress tensor;  and ( ) are the 

point source pollution emission and emission rate, 
respectively; ,  are the average value at the vertical 
depth;  and    are the transverse 
stresses (including viscous friction, turbulent friction, and 
differential convective friction):

,  and , A is 
the eddy viscosity coefficient of horizontal flow.

The AD module describes the transport process for 
pollutants. The migration equation is as follows:

   (7)

where is the concentration of pollutants,  is the linear 
attenuation coefficient, and  and  are the diffusion 
coefficients in the x and y directions, respectively. 

The calculation area was discretized by an unstructured 
triangular mesh, and the water depth was interpolated. 
The entire model divided the calculation area into 
7124 calculation units and 2519 calculation nodes. The 
topographic map construction and grid division of the 
reservoir area are shown in Figure 4. 

The input data for hydrological models included 
flow, water quality, wind speed, and wind direction. The 

amount of water in the Lin River had been affected by the 
impoundment of the Longmenkou Reservoir in the upper 
reaches, and the flow had been cut off for a long time. 
This part of the flow was ignored in this simulation. The 
Sha River and Li River flowed into the Guo River and 
then entered the reservoir. 

The hydrological parameters of the model mainly 
included the resistance coefficient (including the Manning 
number and the eddy viscosity coefficient) and the wind 
friction coefficient. The default value was adopted for the 
wind friction coefficient, and the trial-and-error method 
was adopted for the resistance coefficient. The water 
quality parameters of the model were mainly the algae 
attenuation coefficient, which was calculated according 
to the BP neural network prediction results, which will be 
introduced in the next section.

Model Coupling and Calibration Verification

The calibrated neural network model was used to 
predict the change trend of algae density over the following 
7 days. Then, the change rate of algae density between 
every two days, that is, the attenuation coefficient, was 
calculated, which was made into a time series file and input 
into the MIKE21 model, so as to achieve model coupling.

Model verification was conducted at the temporal 
and spatial scales. On the temporal scale, the statistical 
index Nash coefficient was used to evaluate the model 
simulation effect:

                  (8)

In this formula,  is the measured value,  is the 
average of the measured values,  is the simulated 
value, and n is the number of samples. The closer the r 
value and Nash coefficient are to 1, the higher the model’s 
accuracy.

On the spatial scale, the spatial interpolation of 
measured values and the comparison of simulated values 
were used to evaluate the simulation effect of the model.

Fig. 4. Grid discrete graph
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Results and Discussion

Results of Model Parameter Calibration

The Manning number was used to describe the bottom 
resistance of the reservoir in the hydrodynamic model. The 
Manning number was the main parameter for calculating 
the velocity of the open channel or the head loss along 
the channel. After debugging, the optimal value was 32 
m1/3/s. The eddy viscosity coefficient was used to describe 
turbulent flow. The optimal value of the eddy viscosity 
coefficient was 0.28 m2/s. The wind friction coefficient 

changes with the wind speed. The higher the wind speed, 
the greater the wind friction coefficient. In this study, the 
model coefficients were set as a default range. When the 
wind speed was 0 m/s, the wind friction coefficient was 
0.0016; when the wind speed was 9 m/s, the wind friction 
coefficient was 0.0026. The algae density change curve 
was created according to the prediction data in Figure 
5. The linear slope between each of the two points was 
the attenuation coefficient. The attenuation coefficient of 
algae density over 7 days is shown in Table 1.

Results of the Model Efficiency Evaluation

As shown in Table 2, the Nash coefficient of the BP neural 
network model in the calibration period was 0.95. When the 
number of hidden layer neurons was 12, the simulation effect 
was better. The Nash coefficient in the validation period was 
0.55. The fitting effect of the model was good during the 
simulation period. Its results could be applied to short-term 
prediction. The Nash coefficient of the hydrodynamic model 
was 0.94. The hydrodynamic operation results fit well with 
the measured values, indicating that the terrain construction 
was reliable. The fitting effects of points 2, 3, 4, 5, and 6 on 
the time scale were evaluated. The Nash coefficient ranged 
from 0.50-0.75. 

After verification on the temporal scale, verification 
on the spatial scale was conducted. The 2D meshes 
were flexible, and this study compared the measured 
interpolated algae density spatial distribution map with 
the simulated spatial distribution results. As shown 
in Figure 6, the first row showed the interpolation of 
the measured values, and the second row showed the 
simulation results. The simulation range and distribution 
fitted well with the measured interpolation diagram from 
the spatial comparison, and the simulation results could 
be used to predict the future change trend of algae density.

Application of the Short-Term Early Warning Model

The short-term algae bloom early warning model 
based on the BP neural network and the MIKE21 FM 
had good applicability. It could be used for short-term 

Table 1. Attenuation coefficient of the model

Date Attenuation coefficient/s

10/25-10/26 3.125×10-7

10/26-10/27 4.745×10-7

10/27-10/28 0

10/28-10/29 -1.424×10-6

10/29-10/30 5.324×10-7

10/30-10/31 -4.630×10-8

Table 2. Model prediction accuracy index

Model Index Nash coefficient
(NSE)

BP neural network model
Algae density simulation period 0.95
Algal density verification period 0.55

Hydrodynamic model Water level 0.94

Coupling model

Point 1 0.68
Point 2 0.70
Point 3 0.63
Point 4 0.75
Point 5 0.54
Point 6 0.50

Note: NSE was closer to 1.0, and the result was more accurate.

Fig. 5. Prediction of the algae growth curve using the neural network.
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early warning of cyanobacterial algae blooms in Yuqiao 
Reservoir and could realize real-time spatial dynamic 
change prediction.

The model simulated the changes in the reservoir flow 
field under different hydrological and meteorological 
conditions and analyzed the factors of reservoir flow 
field change. The research outcomes indicated that inflow 
disturbance, wind speed, and wind direction were all 
factors affecting the reservoir flow field. Topography also 
affected the distribution of the flow field. Our study found 
that when there was water transfer, the reservoir had a 
regular flow field and active water flow. Because of the 
prominent channel topography at the bottom of Yuqiao 
Reservoir, the main track of water flow was clear when 
there was water transfer. The flow was not conducive to 
algae aggregation in the reservoir. Therefore, it was not 
easy for an algae bloom to occur (Figure 7(a)). When there 
was no water transfer, wind speed and direction were the 
main factors affecting the flow field. This study used the 
flow field of a single day as an example (Figure 7(b)). 
Based on the dynamic change, the change in the flow field 
was substantially affected by wind speed and direction. 
Because the wind speed and direction changed over time, 
the flow field was irregular and diverse. When the wind 
speed was strong, a stable circulation flow field did not 
form easily, and algae did not easily gather in this flow 
field environment. The risk of algal blooms occurring was 
low. When there was no water diversion, no wind, or stable 

low wind, small-scale circulation easily formed in the flow 
field. In this flow field environment, algae aggregation and 
algal blooms easily occurred (Figure 7(c)).

Discussion on Mechanisms and Model Applications

The formation of algal blooms can mainly be divided 
into two processes: algal growth and algal migration. 
In this study, the algae growth process was simulated 
by constructing a neural network model with time 
differences, whereby 22 meteorological, hydrological, 
and water quality indices were used as independent 
variables and algae density as the dependent variable. The 
algae migration process was simulated using a MIKE21 
hydrodynamic model. The model fully considered the 
effects of wind, rainfall, water transfer, and topography 
on the migration and aggregation of algae within the flow 
field. Regarding the prediction effect, the constructed algae 
bloom short-term early warning model accurately reflected 
the entire process. It solved the problem associated with the 
statistical model only being used for single point prediction 
and smoothly addressed the problems posed by complex 
modeling principles and many parameters. The short-
term early warning model of algal blooms superimposed 
temporal and spatial changes, which had advantages in 
terms of prediction accuracy and display effect.

This study referred to the previous research results of 
many scholars at home and abroad in the field of algae 

Fig. 6. Comparison of the spatial distribution between the interpolation diagram and simulation diagram of the coupled model automatic 
station data: (a) Date: 10/27; (b) Date: 10/29; (c) Date: 10/31.

Fig. 7. Flow field in multiple cases: (a) Actual flow field; (b) No inflow and outflow flow field; (c) Static airflow field.
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bloom early warning. Several studies have analyzed the 
relationship between meteorological factors in Taihu and 
the algae bloom comprehensive index through satellite 
remote sensing interpretation and random forest machine 
learning algorithms [25]. The ElCOM-CAEDYM model 
was used to study the impact of meteorological factors 
on algal blooms in Chaohu Lake. The results show that 
continuous low winds are more likely to lead to algal 
blooms [26]. 

Considering meteorological factors and using their 
predictability in algae blooms, early warning could 
improve prediction accuracy to a certain extent. Based 
on a hydrodynamic model, this study investigated the 
migration pattern of algae in the flow field under the 
influence of different meteorological factors. Through 
the study of the flow field, it was found that when the 
wind speed is low and the wind direction is stable for a 
period, the risk of algal blooms in the shallow water area 
on the bank and the circulation area in the reservoir is 
high. Through the study of the flow field, it was found 
that when the wind speed was low and the wind direction 
was stable for a period, the risk of algal blooms in the 
shallow water area on the bank and the circulation area in 
the reservoir was high.

Many studies adopted models of some type, each 
with its own focus. However, there were limitations to 
such methods. The use of statistical models focuses on 
changes in time scale. In our case, the use of numerical 
models required in-depth knowledge of the growth 
mechanisms of algae. However, the complex mechanism 
of algae growth and reproduction was unclear. Fanxiang, 
and KONG applied the theory and technical system of 
algae bloom prevention, prediction, and early warning to 
predict the occurrence probability, location, and intensity 
of algae blooms in Tai Hu. The prediction accuracy of the 
model was 60%-80% [27]. To improve model accuracy, 
in lake and reservoir algae bloom early warning areas, 
combining models has become a research trend. However, 
the research time range in their study was short, and the 
results may have certain contingencies.

Conclusions

In this study, a BP neural network model was 
constructed based on meteorological, hydrological, 
water quality, and topography data in Yuqiao Reservoir 
to simulate the process of cyanobacteria bloom biomass. 
The hydrodynamic numerical model of MIKE21FM 
lake reservoir was constructed to simulate the migration 
and accumulation processes of cyanobacteria, and the 
two models were coupled for short-term algal bloom 
warning. From the perspective of prediction effect, the 
model ensured the accuracy of the whole process, solved 
the problem that only a single point can be predicted by 
using a statistical model alone, and solved the problem of 
lack of acquisition of key parameters such as attenuation 
coefficient in the water quality model. By superposing 
time and space changes, it provided effective technical 

support for the water environment management of Yuqiao 
Reservoir more intuitively.
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